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AI/ML | FEATURE

VALIDATED AND DEPLOYABLE AI/ML 
FOR NDT DATA DIAGNOSTICS
BY ERIC LINDGREN

While artificial intelligence/machine learning (AI/ML) methods have shown promise for 
the analysis of image and signal data, applications using nondestructive testing (NDT) for 
managing the safety of systems must meet a high level of quantified capability. Engineering 
decisions require technique validation with statistical bounds on performance to enable 
integration into critical analyses, such as life management and risk analysis. The Air Force 
Research Laboratory (AFRL) has pursued several projects to apply a hybrid approach that 
integrates AI/ML methods with heuristic and model-based algorithms to assist inspectors in 
accomplishing complex NDT evaluations. Three such examples are described in this article, 
including a method that was validated through a probability of detection (POD) study and 
deployed by the Department of the Air Force (DAF) in 2004 (Lindgren et al. 2005). Key 
lessons learned include the importance of considering the wide variability present in NDT 
applications upfront and maintaining a critical role for human inspectors to ensure NDT data 
quality and address outlier indications.

Introduction
There is a growing increase in interest and attention 
in AI/ML, which are statistical methods for data 
analysis. The promise of AI/ML is to use statistical 
methods to self-extract attributes in the data, such 
as relationships and/or trends in data that are not 
as quickly and reliably made through typical human 
observation. The DAF has embraced the use of 
these tools for applications where it can accelerate 
decision-making in representative campaigns, as 
shown in Figure 1. The objective defined for one of 
these efforts is summarized as: “The Air Force aims 
to harness and wield the most optimal forms of 
artificial intelligence to accomplish all mission-sets 
of the service with greater speed and accuracy” 
(USAF n.d.).

With the potential to secure more NDT data 
through the transformation to fully digital instru-
ments connected as envisioned by the Internet of 
Things (IoT) and NDE 4.0, there is an increased 
interest to use AI/ML methods as the diagnostic 
tool to determine if a flaw is present in NDT data. 
Justification for the use of AI/ML includes improved 
accuracy, improved reliability, and faster disposi-
tion time by decreasing or eliminating dependence 
on human interpretation and analysis of NDT data. 
The initial focus for the use of AI/ML addresses 
the detection of flaw indications, although there is 
exploration in the use of AI/ML to provide addi-
tional information on characterizing the size and 
location of discontinuities. 

When considering the applicability of AI/ML 
for flaw detection, it is important to recall that 
these technical approaches are based on statistical 
methods, namely regression or classification of data. 
The concept includes the use of multiple statistical 
methods in parallel combined with multiple layers 
of analysis to extract statistical trends in the data 
to enable decisions that are not readily detectable 
through more classical methods. These multidimen-
sional data analysis methods frequently are called 
neural networks. These approaches can either be 
trained using data with known ground truths called 
supervised AL/ML, or be allowed to form the sta-
tistical relationships without training data, called 
unsupervised AI/ML. As these methods rely on 
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Figure 1. The 
Department of the 
Air Force artificial 
intelligence/machine 
learning campaign 
illustration. 
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data, critical attributes of the data must be con-
sidered for their use. This includes the amount of 
available data, the accuracy of the data, and noise 
present in the data.

The intent of this article is to discuss some of 
the challenges of using AI/ML exclusively for the 
analysis of NDT data through a representative 
outcome when considering noise and data quantity. 
The approach being used by the researchers at 
the AFRL to enhance manual interpretation of 
NDT data is discussed, and several representative 
examples that integrate attributes of AI/ML into 
diagnostic capability are presented. The intent is to 
highlight the capabilities and opportunities within 
the NDT community to facilitate and accelerate the 
analysis of NDT data.

AI/ML Requirements for Engineering 
Decisions
The detection of flaws using NDT capabilities is 
an engineering decision that requires a statistical 
metric of capability to ensure the safety of systems. 
In aviation, the capability is frequently validated by 
a POD study that follows the guidance provided in 
MIL-HDBK-1823A (US DOD 2009). To make these 
types of assessments possible, it is necessary to 
have metrics on the data that include such factors 
as quantity, quality, and fidelity, which includes 
such relatively simple factors as signal-to-noise 
ratios (SNRs). The outcome of a POD study that 
follows the guidelines of MIL-HDBK-1823A will be 
appropriate statistical metrics for risk calculations, 
ensuring the safety of systems. In the DAF, this is 
part of the Aircraft Structural Integrity Program 
(ASIP) (US DOD 2016) and the Propulsion Systems 
Integrity Program (PSIP) (US DOD 2008).

Similar to POD studies, the same factors of the 
data affect the use of AI/ML. These factors become 

more critical as a function of the risk to a system if 
a flaw is not detected during an inspection cycle. 
Therefore, detailed understanding of the data 
being used is important to enable proper use of the 
AI/ML algorithms when using them to extract infor-
mation from this data. Recent work has illustrated 
the impact of data quantity and SNR on the ability 
of a supervised neural network–based classifier 
(Lindgren 2022). The study used a synthetic dataset 
and introduced Gaussian noise at different percent 
levels while varying the number of data points used 
to train the AI/ML algorithm. The neural network 
used for this study was a multilayered percep-
tron with four layers and 50 layers in each hidden 
layer. The results of this evaluation are shown in 
Figure 2. The plot illustrates the log of the mean 
square error of the neural network as a function of 
SNR for varying the number of data points in each 
dataset. The SNR varies from an infinite value to 
one that is poor of only 10 to 1. The number of data 
points in each dataset varies from 50 up to 14 000. 
The outcomes are presented in standard box plots 
showing the interquartile region (IQR) and whiskers 
based on the 1.5 IQR value, and the outliers are indi-
cated by red indices for each set of numbered data 
points. 

It is clear from this study that the improved 
SNR and larger datasets result in a lower value for 
the mean squared error. This outcome is intui-
tively anticipated as it is expected that more data 
with higher fidelity will result in improved model 
outcomes. However, this example highlights some 
of the challenges of using AI/ML for NDT data 
analysis. Even with the highest level of SNR, using 
smaller datasets for training will produce outliers 
that are considerably deviant for the mean values. 
When considering the impact on safety of systems, 
these outliers are the equivalent of a large, missed 
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Figure 2. Multilayer 
perceptron results 
illustrating mean 
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function of data 
quantity and 
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flaw that could lead to an increased risk of a cata-
strophic outcome. It is important to recall that it is 
not the smallest flaw that can be detected, but the 
largest flaw that could be missed that impacts the 
safety of a system. This is especially true in aviation 
where single-load path structures are expected to 
have an extraordinarily low risk of failure when risk 
is managed by damage tolerance (US DOD 2016).

This data sensitivity study demonstrates two 
critical issues that need to be considered when 
applying AI/ML algorithms to NDT data. The first 
is the number of data points required to achieve 
improved performance of AI/ML methods. Large 
training sets of actual flaws are hard to generate 
due to the time and cost of preparing such samples. 
A common complaint of POD studies that follow 
the guidance of MIL-HDBK-1823A is the high cost 
to prepare samples with characterized flaws. The 
minimum number of flaws for a versus a-hat (i.e., 
flaw size versus magnitude of the signal response 
from the measurement system) assessments is 40 
and for hit-miss assessments is 60. Large datasets 
of flaw responses in NDT data are difficult to find 
from service since the engineering response to the 
detection of a growing number of flaws is either to 
modify or replace the structural element of concern 
before a large population of flaws is present. An 
option that has been pursued includes the use of 
simulation to generate the required datasets for 
training. However, the challenge is to create simu-
lations that are representative of the flaws found in 
actual structures. This approach would require a 
validation process with a good amount of empiri-
cal data covering the wide range of test conditions 
expected from an engineering perspective.

The second issue is the ability to address outliers 
and nuances in data that can be indicators of flaws. 
The concern is the tendency of statistical methods 
to ignore such features when using large datasets. 
Unless the attributes of the outlier and nuance 
change in data are included in sufficient large quan-
tities in training, the approach would tend to dismiss 
such features in the data, which could result in 
missed flaws. Conversely, if the AI/ML is sensitive 
to outliers, then the concern becomes that a large 
number of false calls could decrease the value of 
implementing the AI/ML algorithm.

Thus, the lessons learned from the analysis of 
representative data includes the need to have the 
right data for training, including multiple flaws that 
are independent from each other. It is extremely 
important to recall that resampling the same data 
is not acceptable unless proper statistical methods 
to address correlated data are included in the 
analysis. Similarly, it is not acceptable to test AI/
ML methods using the same data that was used for 
training. Another aspect is to ensure factors that can 
affect the statistical analysis of data (such as SNR) 
are included in the training datasets. In addition, if 
simulation data is used in training, it must be from 
validated models that capture all the anticipated 
variances found in the NDT data for the inspec-
tion. Lastly, the desired precision and accuracy of 
the diagnostics to be performed by AI/ML must be 
defined to ensure the amount of available data is 
sufficient to meet these objectives. This last consid-
eration is especially true if unsupervised methods 
are being considered.

Challenges for AI/ML in NDT
As indicated by the sensitivity studies in the 
previous section, a significant challenge for the 
use of AI/ML in NDT data is to capture the effect 
of all the factors that can influence the capability 
to detect the flaws of interest. Figure 3 is a repre-
sentation of these factors that the author has used 
extensively to illustrate the additional challenges 
when migrating from a laboratory to an operational 
environment. The three general classes of chal-
lenges can be summarized as equipment variability, 
structural complexity and variability, plus flaw com-
plexity and variability. In addition, these parame-
ters can change as a function of the life of a system, 
which increases the capability validation difficulty 
of the NDT system when integrated into system life 
management.

Equipment variability is the easiest of the three 
sources of variability to address from a research and 
development perspective. The variability in equip-
ment settings can be defined and managed, but the 
unknown that frequently needs to be quantified is 
sensor variability and its impact on the diagnostics 
of flaws. Common NDT procedures address this with 
calibration processes, which alleviate many of these 
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Figure 3. Representative 
increase in challenges 
when migrating from a 
laboratory environment 
(left) to an operational 
environment (right).
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concerns. However, small changes in sensor config-
uration, such as coil tilt within eddy current sensors 
or slight depolarization of well-used ultrasonic trans-
ducers, can influence the flaw detection response. 

Flaw-to-flaw variability can have a much greater 
impact on the NDT response. Previous studies have 
illustrated that the same size flaw can vary in ampli-
tude response from an eddy current inspection by 
over 20% of a full screen height reading (Forsyth et al. 
2015). Similar results can occur in ultrasonic testing 
as well as other NDT techniques. For ultrasound, 
fatigue crack morphology and tortuosity can affect 
a response. Local stress considerations from a fit-up 
of assemblies and changes due to use can vary crack 
closure, which, in turn, affects the magnitude of the 
ultrasonic signal. The variability can be addressed 
in simulation provided all the attributes of the flaw 
that affect detection are included in the simulation 
studies. This includes their interaction, which can 
become a very large study, especially when consider-
ing engineering level validation of the simulation.

While flaw-to-flaw variability can be broadly 
categorized as a function of the type of flaw, struc-
tural variability can become much more challeng-
ing in the analysis of NDT data. This is largely due 
to the extensive range of structures evaluated by 
NDT, which includes power generation, infrastruc-
ture, and transportation, the latter which can be 
segmented into ground, aviation, and space catego-
ries. In addition, other considerations include the 
materials being used, including metals, polymers, 
ceramics, and composites; the manufacturing 
process being used, for example, automation, partial 
automation, or hand assembly; plus, the assembly 
process used to join components, such as welding, 
fastening, and bonding. With all these parameters, it 
becomes very clear why NDT is the ultimate multi-
disciplinary engineering domain! 

A significant challenge is how to evaluate the 
effect all these parameters, both individually and 
through important interactions, have on the NDT 
response. Consider the simple fastened joint between 
two metal surfaces, where up to 22 factors addressing 
equipment, flaws, and structure need to be included 
in a sensitivity study (Lindgren et al. 2007). Structural 
considerations include such things as composition of 
each layer; the possibility of shims and their compo-
sition; assembly quality, such as fastener hole tilt or 
skewed fasteners; and fit-up stresses as a function of 
what type of fastener is used and how it is installed. 
In addition, how these factors change as a function of 
time due to maintenance, repairs, modifications, and 
even use need to be included. 

Using AI/ML techniques for these applications 
can become very daunting when considering all 

the parameters that need to be addressed to make 
diagnostic decisions using automated processes. 
This includes how the statistical processes adjust 
to account for changes that occur as a function of 
time. In addition, how these affect the diagnostic 
capability of the NDT data must be validated to 
enable their use in system risk and life manage-
ment. Therefore, the proper capturing of these 
factors in statistically representative methods 
presents itself as a significant challenge, but also a 
significant research and development opportunity.

DAF Approach to AI/ML for NDT Data
AFRL has been leading the development of algo-
rithms to assist in the diagnostics of NDT data, 
including one of the first implementations for an 
aviation NDT application (Lindgren et al. 2005). 
Attributes that have made this approach successful 
include the use of multiple approaches to develop 
algorithms for the diagnostic capability combined 
with the approach that the algorithms will not 
replace all human interpretation of NDT data. The 
algorithms are used as a capability to facilitate 
and guide the interpretation to make the workload 
on an inspector easier and focused on the critical 
elements of the diagnostic process that do not 
easily lend themselves for automation. AFRL has 
called this approach intelligence augmentation 
(IA), but an alternative term being used in the sci-
entific community is collaborative intelligence (CI) 
(Epstein 2015). This reflects how software tools and 
capabilities can be used to assist in the analysis of 
NDT data, which AFRL has named assisted data 
analysis (ADA).

ADA algorithms combine multiple approaches 
to provide an optimized method to facilitate NDT 
diagnostics. These algorithms can be grouped 
into three general categories. The first uses 
heuristic-based methods that incorporate “rules 
of the road” that closely mimic the procedures by 
which inspectors interpret data. The second is a 
model-based inversion algorithm that uses simu-
lation to represent the measurement response and 
iteratively solve for the unknown flaw or material 
state in the presence of variability. The third uses 
AI/ML methods trained using NDT data and as 
much diagnostics information as possible from 
available datasets. Frequently, the amount of well 
understood NDT data is much smaller than what 
would be required for robust AI/ML analysis, and 
likely requires supplementation from simulated data 
or transfer learning. 

Successful application of ADA has frequently 
included at least two of these approaches into an 
integrated diagnostic algorithm for the specific 
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NDT application being addressed. This includes 
the use of test data to ensure the intent of the 
application is being met and that the available data 
meets the needs of the application before a com-
prehensive validation study is accomplished. The 
output of the ADA diagnostic is not the final dis-
position of an indication. Depending on the appli-
cation, the output enables inspectors to focus their 
attention on portions of the inspection data that 
have features of possible indications by screen-
ing data with no attributes of a possible flaw. 
Alternatively, the output can be used to provide 
guidance on the nature of an indication so the 
proper disposition process can be rapidly iden-
tified and implemented, minimizing the time a 
system is in the inspection stage of a maintenance 
process. The key attribute of this approach is the 
human inspector remains in the loop. The inspec-
tor functions to ensure data quality, data fidelity, 
and can review any ADA outputs to make the final 
determination regarding an indication.

Representative DAF Successes 
The following represents several examples devel-
oped by AFRL and transitioned to the DAF. The 
ADA capabilities are presented as a function of 
increasing complexity from the perspective of 
combining the three technical approaches outlined 
in the previous section. However, this order should 
not be considered a listing of increasing complex-
ity as each application had its unique degrees of 
complexity and used different approaches to tailor 
to the need and to the desired outcome of the 
inspection.

A representative application that emphasizes 
the use of heuristics occurs in the manufactur-
ing of aerospace composite structures, especially 
primary load carrying structures such as wing and 
fuselage skins. These parts require 100% ultrasonic 
inspection to detect delaminations and porosity 
where common rejection criteria are for delamina-
tions greater than 6.35 mm (0.25 in.) in diameter 

or porosity that exceeds 2%. When considering the 
large areas to be inspected at manufacturing (note: 
this is not a requirement once a system is fielded), 
a bottleneck in the production flow can occur with 
the large volume of data to be assessed by inspec-
tors. To minimize this bottleneck, a heuristic-based 
algorithm was developed to closely mimic the steps 
taken by an inspector to review data collected from 
these inspections (Aldrin et al. 2016). 

The ADA algorithm leverages the available 
A-scan and B-scan data that accompanies the 
C-scan data. Multiple steps are taken in each of 
the three data representations to determine if an 
indication has features associated with delami-
nations that exceed the reject criteria. The repre-
sentative result is shown in Figure 4 where C-scan 
features are identified as suspected defects and 
others are identified as benign. Though both may 
appear similar in the C-scan, attributes of the front 
wall, back wall, and volumetric gating can be used 
to distinguish between acceptable and rejectable 
features. The rejectable features are highlighted to 
the trained inspector who makes the final determi-
nation regarding the indication. With this approach, 
inspection processes have been greatly acceler-
ated, though exact metrics are not available for 
publication.

Another representative case study includes the 
use of both simulation and heuristics to identify 
defects and discriminate between types of defects. 
The specific application is for rotating turbine 
engine components evaluated by an automated 
inspection system that can provide highly regis-
tered data. Using a combination of model-based 
assessments and heuristic analysis methods, the 
response from data with varying probe conditions 
can be evaluated and provide guidance on what 
features are from suspected indications and what 
are due to the probe variability (Aldrin et al. 2019b). 
A representative illustration of this approach is the 
experimental response from a subsurface nonme-
tallic inclusion in the presence of probe variation 
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Figure 4. Ultrasonic 
C-scan of a composite 
test article indicating 
regions identified 
by the assisted data 
analysis algorithms as 
potential defects.
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and material noise. Final results from iterative 
comparison and adjustments of the model data, 
being compared in impedance planes, are shown 
in Figure 5 and highlight the ability to evaluate 

the buried nonmetallic inclusion size and depth. 
Additional steps in the development process 
resulted in the ADA algorithms providing guidance 
to the inspectors when features in the data indicate 
when a fatigue crack is emanating from a nonme-
tallic inclusion. The ADA being developed for this 
application is in its final stages of refinement before 
it will be evaluated by a formal validation process.

The third example combines elements of heu-
ristics, simulations, and large dataset analysis to 
realize a successful outcome on a very complex 
inspection. The application addresses the lower 
forward spar cap on C-130 aircraft (Lindgren et 
al. 2005), as shown in Figure 6. The approach 
leverages development at the academic level for 
both the generation and detection of ultrasonic 
creeping waves (Nagy et al. 1994), plus the use of 
algorithms to discern the presence of cracks in 
a less complex, but still challenging, application 
(Aldrin et al. 2001). As described in Lindgren et 
al. (2005), the solution included the use of ana-
lytical methods to fully represent the propagation 
paths within the structure; simulation tools to 
explore various attributes of the inspection data 
as it propagates in the structure; plus, the use 
of advanced processing methods, namely echo 
dynamics and local correlation functions, to dis-
criminate between responses from potential flaws 
to those from other geometric reflectors found 
intermittently in the structure. In addition, over 
2000 representative inspection opportunities 
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Figure 5. Model fit (a) to experimental data (b) for the vertical (top) and horizontal (bottom) representations of eddy 
current scans from a sub-surface nonmetallic particle with differences due to probe and material variability.

FEATURE | AI/ML

Typical crack

Typical
crack

Web

Lower panel

Beam cap

Front beam cap

WS 174

Up

AftOutboard

Trace of web
splice tee

WS 178

Bulkhead

WS 80.5

Figure 6. Lower 
forward spar cap of 
the C-130 illustrating 
the complexity of the 
regions to be inspected.

40	 M A T E R I A L S  E V A L U A T I O N  • J U L Y  2 0 2 3

2307 ME July dup.indd   402307 ME July dup.indd   40 6/19/23   3:41 PM6/19/23   3:41 PM

ASNT grants non-exclusive, non-transferable license of this material to  .
All rights reserved. © ASNT 2024. To report unauthorized use, contact: customersupport@asnt.org



from both harvested and mock-up test articles 
were used to refine the decision-making process 
for the ADA algorithms. 

The inspection process was fully validated by a 
comprehensive POD study before being deployed. 
The inspections were accomplished by contractor 
field teams that would collect the data and ensure 
it had sufficient quality to be evaluated by the ADA. 
Suspected indications identified by the ADA were 
sent to an NDT engineer to make a final determina-
tion if the indication was confirmed and needed to 
be sent to engineering for disposition.

The next generation of ADA will expand the 
capability of algorithms to facilitate the identification 
of defects to the capability to characterize the defects 
in ways that are not available today. While inspec-
tors can use methods to approximate defect size, 
attributes like fatigue crack depth are especially chal-
lenging. However, using a combination of heuristics, 
simulations, and data-driven analytical methods, the 
use of ADA to determine the depth of a fatigue crack 
from a bolt-hole eddy current inspection was shown 
to have an average accuracy of 8.5% for fastener holes 
with minimal variability (Aldrin et al. 2019a). The next 
steps in the development process are to use this inte-
grated approach to address fastener hole variability, 
such as skew and out-of-round attributes, to provide 
a crack depth estimated with a statistical bounds on 
accuracy, to enable rapid disposition of these defects 
in aerospace structures.

Summary 
There is a continued potential for AI/ML methods 
to enhance data analysis and diagnostics for 
NDT data. However, there needs to be a realis-
tic approach that includes evaluation of the data 
quantity, quality, and fidelity. This ensures it has 
the desired attributes that enable the AI/ML tech-
niques to provide outcomes with sufficient statis-
tical metrics for the results to be used in engineer-
ing decisions. In addition, these outcomes require 
rigorous validation of the diagnostic capability 
before they can be trusted to help ensure the integ-
rity, or safety, of systems. 

A representative example illustrated the chal-
lenges in using AI/ML techniques for smaller and 
noisy datasets, highlighting how this can lead 
to outliers that would imply potentially missed 
defects if this approach was used for NDT datasets. 
Additional challenges exist in data variability from 
equipment, defects, and structure that impact 
the amount of quality data required for AI/ML 
approaches. While data for defects can be aug-
mented by simulations, these must contain all the 

anticipated variability and complexity of the NDT 
evaluation technique to represent nuances and 
outliers that are challenging for AI/ML, but critical 
for high-accuracy flaw detection.

The challenges of AI/ML when used for NDT 
data has led AFRL to pursue a hybrid approach that 
integrates AI/ML with heuristic- and model-based 
diagnostic algorithms to facilitate and reduce the 
workload of inspectors while not taking them com-
pletely out of the loop. Representative examples 
for several DAF-related applications have demon-
strated the power of combining at least two of 
these methods to enable complex inspections and 
diagnostics of NDT data. The ADA algorithms are 
combined with human analysis to maximize the 
value of the algorithms by reducing the workload 
of inspectors so they can focus on the critical data 
that could be indications of defects being present. 
Future work includes plans to expand the capabili-
ties of ADA algorithms to characterize defects with 
statistical metrics of accuracy. Initial development 
efforts have shown the potential of this capability, 
which would decrease the disposition time of indi-
cations and increase availability of the system to the 
end user.  
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